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Abstract 

Introduction: The integration of Artificial Intelligence (AI) into medical disciplines has shown significant 

potential. However, while an abundance of literature is enthusiastic about the potential and promises of AI, 

particularly in medical diagnostics, there is a distinct  of discussion concerning the multitude of challenges 

associated with its widespread adoption in practical medical settings. 

Objective: This study aims to thoroughly analyze the challenges associated with adopting artificial intelligence 

technologies in medical practice. It provides a realistic perspective on the progress of this technology, countering 

the often overly idealized viewpoints that primarily showcase advancements in prototypes and technological 

demonstrators within controlled laboratory conditions. 

Method: The research design of this study is grounded in the method of document analysis/review. In this 

context, numerous scientific works were explored through platforms such as Google Scholar, PubMed, BioMed 

Central, Cochrane, and various scietific databases. Access to articles was obtained, followed by meticulous data 

analysis and assessments. Search criteria were adjusted based for each of the challenges under examination. 

Results:A total of 24 significant challenges have been identified, intricately interconnected, and dissected using 

examples that illustrate the maturity level of AI-based developments within the medical domain. These 

challenges have been categorized into three main categories based on their nature. Each section has been wriiten 

in a way that can be independently comprehended. The future holds great promise, as underscored by numerous 

articles showcasing the remarkable advancements arising from the synergy between medicine and artificial 

intelligence. Hence, there is a need to develop critical thinking to discern the benefits, current limitations, and 

new paths to overcome them. 

Conclusion: None of the challenges holds greater importance than the others. The evolution of artificial 

intelligence in medicine entails collectively overcoming these challenges, using strategies to maximize benefits 

for both patients and medical experts. 

Keywords: Artificial Intelligence, Radiology, Learning Curve, Deep Learning, Health Centers. 

 

Özet 

Giriş: Yapay Zeka'nın (YZ) tıbbi disiplinlere entegrasyonu önemli bir potansiyel göstermiştir. Ancak, AI'ın 

potansiyeli ve vaatleri hakkında coşkulu bir literatür bolluğu olmasına rağmen, özellikle tıbbi teşhislerde, pratik 

tıbbi ortamlarda yaygın olarak benimsenmesiyle ilişkilendirilen birçok zorluk hakkında tartışma eksikliği vardır. 

Amaç: Bu çalışma, tıbbi uygulamada yapay zeka teknolojilerini benimseme ile ilişkilendirilen zorlukları ayrıntılı 

olarak analiz etmeyi amaçlamaktadır. Bu teknolojinin ilerlemesi hakkında gerçekçi bir perspektif sunar, kontrol 

altındaki laboratuvar koşullarında prototiplerin ve teknolojik göstericilerin ilerlemesini öne çıkaran aşırı idealize 

edilmiş görüşlere karşı koyar. 

Yöntem: Bu çalışmanın araştırma tasarımı, belge analizi/inceleme yöntemine dayanmaktadır. Bu bağlamda, 

Google Scholar, PubMed, BioMed Central, Cochrane ve çeşitli bilimsel veritabanları gibi platformlar aracılığıyla 



The 24 Big Challenges of Artificial Inteligence Adoption in Healthcare. Tenajas R, et al. 

actamedicaruha.com Page 433 

 

birçok bilimsel çalışma keşfedildi. Makalelere erişim sağlandı, ardından dikkatli veri analizi ve 

değerlendirmeleri yapıldı. İncelenen her zorluk için arama kriterleri ayarlandı. 

Bulgular: Toplamda 24 önemli zorluk tespit edildi, bunlar iç içe geçmiş ve tıbbi alandaki AI tabanlı gelişmelerin 

olgunluk seviyesini örneklendiren örneklerle ayrıntılı olarak incelendi. Bu zorluklar doğalarına göre üç ana 

kategoriye ayrılmıştır. Her bölüm, bağımsız olarak anlaşılabilir bir şekilde yazılmıştır. Gelecek, tıp ve yapay 

zeka arasındaki sinerjiden kaynaklanan dikkat çekici ilerlemeleri vurgulayan sayısız makale ile büyük vaatlerde 

bulunmaktadır. Bu nedenle, faydaları, mevcut sınırlamaları ve bunların üstesinden gelmek için yeni yolları ayırt 

edebilmek için eleştirel düşünmeyi geliştirmek gerekmektedir. 

Sonuç: Zorlukların hiçbiri diğerlerinden daha önemli değildir. Tıpta yapay zekanın evrimi, hem hastalar hem de 

tıbbi uzmanlar için faydaları en üst düzeye çıkarmak için stratejiler kullanarak bu zorlukların kolektif olarak 

üstesinden gelinmesini gerektirir. 

 

Anahtar Kelimeler: Yapay Zeka, Radyoloji, Öğrenme Eğrisi, Derin Öğrenme, Sağlık Merkezleri. 

 

INTRODUCTION 

The integration of Artificial Intelligence (AI) into medical disciplines has shown significant 

potential. However, while an abundance of literature is enthusiastic about the potential and 

promises of AI, particularly in medical diagnostics, there is a distinct of discussion concerning 

the multitude of challenges associated with its widespread adoption in practical medical 

settings (1). 

Research prototypes and technological demonstrators –usually shown by researchers from 

academic institutions and startup enterprises– are considerably different from full-fledged, 

operational systems in active clinical environments. Medical practice requires that any 

technological adjunct to it, AI-based or otherwise, adheres to strict standards of design, 

planning, and validation. Such observance ensures that these systems not only augment the 

abilities of medical professionals but do so in a manner as reliable as any certified medical 

equipment (2). 

This paper provides a comprehensive exploration of 24 significant challenges that are intrinsic 

to the adoption of AI technologies in healthcare. These challenges are catalogued into three 

main themes: eight associated with the development of software AI-based solutions; another 

eight linked to their adaptation, integration, and operation within existing healthcare facilities; 

and the final eight focusing on the ethical, societal, and equality implications in healthcare 

access. We must that each challenge is complex enough to be the subject of an independent 

research article. This review, however, aims to offer a balanced andcomprehensiveexploration 

of the real-world intricacies facing the deployment of AI solutions in clinical practices. While 

the merits of AI have been highlighted in a prior research work (3)  published in this journal, 

the rate at which these advantages mature into accessible solutions for clinicians appears more 

restrained. 

It is not surprising that Mr. Sayar, in his recent article titled "Use of Artificial Intelligence in 

Medicine" (3), has focused his attention on the technological advancements impacting the 

field of Radiology. The recent advances in computational vision and the evolution of Deep 

Learning have synergistically elevated Radiology's potential for enhanced diagnostics and 

treatment planning (4). The discipline's intrinsic dependence on imaging has always 

encouraged a close relationship with evolving computational technologies (5). Nevertheless, 
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the journey from a proof-of-concept algorithm in a controlled environment to an operationally 

reliable tool in diverse clinical settings is riddlewith a range of complex challenges. The 

realization of AI's potential in medicine is not simply a matter of technological advancement 

but also involves skilful manoeuvring through the complexities of software development, 

deep learning training, the peculiarities of healthcare operations, and ethical considerations. 

The software development for AI in healthcare is not merely a replication of traditional 

software engineering. The vast and diverse data requirements, the need for interpretability, 

and the twists and turns of deploying machine learning models in production are unique and 

demand special attention (6). Furthermore, within the security of healthcare facility, the 

integration of AI solutions requires the seamless merger with legacy systems, the guarantee of 

uninterrupted operation, and provisions for regular updates without compromising patient 

care.  

Moreover, the potential for AI to reshape healthcare is not solely technological; it is deeply 

societal. The questions of who benefits from AI, how it impacts the patient-doctor 

relationship, and how it might inadvertently exacerbate health disparities are of paramount 

importance (7). These considerations ensure that the technology remains a tool for equitable 

healthcare advancement and doesn't devolve into a source of fragmentation or disparity. 

Artificial intelligence, therefore, has shown significant potential in shaping the future of 

healthcare, with impacts spanning across diagnostics and personalized medicine. However, it 

should be noted that these potential benefits come with a set of challenges and ethical 

considerations. Therefore, while the promise of artificial intelligence in healthcare is 

substantial, careful consideration and management of these challenges are necessary in order 

to fully realize its potential. 

HEALTHCARE AI TECHNOLOGICAL DEVELOPMENT CHALLENGES 

The first section is focused on the 8 challenges related to the development of artificial 

intelligence applications in the field of medicine. While some of these challenges are common 

to all types of software built on Deep Learning algorithms, the majority are deep-rooted to the 

medical domain, given the sensitivity of patient data and their potential ailments. 

Voracity of large and curated datasets for Deep Learning medical algorithms 

Datasets are the raw material to build deep learning algorithms, their availability, size, and 

quality fundamentally shape the performance of these models. As remarked by Mr. Sayar (3), 

one salient example is the field of medical imaging, where large datasets of curated images 

are used to train machine learning models to detect and diagnose disease, improving both 

speed and accuracy over human examination alone (8). The impact of deep learning 

algorithms on medical diagnosis, prognosis, and treatment planning is currently being widely 

studied and acknowledged across the globe (9). However, the production and acquisition of 

large, high-quality and labelled datasets, particularly in healthcare, are fraught with challenges 

that slow the pace of development and the application of these powerful technologies. 
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Data is often scarce in healthcare settings due to factors including but not limited to data 

privacy regulations, the nature of rare diseases, and the gradual pace of public medical 

research data generation. Given that deep learning models require large amounts of data to 

accurately learn and predict outcomes, scarcity poses a significant challenge. Privacy 

regulations, such as the Health Insurance Portability and Accountability Act (HIPAA) in the 

United States and the General Data Protection Regulation (GDPR) in Europe, restrict the use 

and sharing of medical data, further limiting its availability (10). The development and 

maintenance of large databases require extensive resources, making it particularly challenging 

for rare diseases where data is inherently limited (11) (see section 0). 

Medical data is also typically unlabelled, which necessitates the laborious task of manually 

annotating the data. A team of professionals with medical expertise is required to ensure 

accurate annotation, which can be a lengthy and costly process. Unlike other fields, healthcare 

data cannot be crowd-sourced due to its specialized nature and privacy concerns. Thus, the 

labelling process becomes a bottleneck in the use of deep learning for healthcare applications 

(4). 

The value of curated datasets, which have been carefully collected, cleaned, and labelled, 

cannot be emphasized enough. However, their creation involves a significant investment of 

time, effort, and expertise. The benefit is twofold: high-quality datasets improve the 

performance of individual algorithms, and they allow researcher to advance the field as a 

whole by providing benchmarks against which new algorithms can be compared. This 

standardization, achieved through the use of curated datasets, propels forward the 

development of deep learning applications in medicine (12). 

Despite these challenges, the healthcare field has seen some notable successes in the 

acquisition of medical data. Institutions like the Stanford School of Medicine, the 

Massachusetts General Hospital, and the Mayo Clinic, among others, have been successful in 

building large databases. Public datasets such as the MIMIC-III (Medical Information Mart 

for Intensive Care III), which contains de-identified health data associated with over forty 

thousand patients, or EchoNet-LVH dataset, which includes 12,000 labeled echocardiogram 

videos and human expert annotations (measurements, tracings, and calculations) to provide a 

baseline to study cardiac chamber size and wall thickness, are serving as significant sources 

for deep learning research (13–16). 

The procurement of large and curated datasets will be a persistent challenge in the application 

of deep learning algorithms in healthcare, but it is a hurdle that can and must be overcome. It 

will take concerted effort and cooperation among multiple stakeholders, including medical 

institutions, regulatory bodies, and technology companies. As this issue continues to be 

addressed, the healthcare field will be poised to reap the full benefits of deep learning 

technologies. 

Data quality and integrity, a prerequisite for the development of reliable AI models 

The development of trustworthy artificial intelligence models in healthcare heavily relies on 

data quality and integrity (17). While this factor might seem self-evident, its implementation 
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in practice proves to be a challenge. Although most Deep Learning systems are slightly robust 

to noise, the well-known 'garbage in, garbage out' principle serves as a reminder of how 

crucial high-quality data is in influencing the performance of AI systems. This factor Is 

especially important in critical sectors, like Healthcare, as  performance of AI systems is 

directly influenced by the quality of the input data (18). Thus, the task of ensuring the 

cleanliness, completeness, and representativeness of health data is both a significant challenge 

and an essential area for improvement. 

Clinical data is the primary source of information for health-focused AI applications. This 

kind of data, derived from a variety of sources including electronic health records, clinical 

trials, or digital wearables, is often fragmented and laden with noise, biases, or errors. The 

fragmentation issue arises due to the disparate nature of health data sources, each carrying 

their own unique structure and format (19). Merging these disparate data sources into a 

cohesive whole that can be used by an AI model often requires substantial cleaning and 

reformatting efforts. 

The presence of noise, biases, or errors introduces additional complexities. These inaccuracies 

can act as confounders, impeding the generalizability of AI models and potentially leading to 

flawed predictions. The noise in data may arise due to measurement errors, data entry 

mistakes, or even inherent biological variability (20). Biases can be introduced during the data 

collection process, often stemming from the population sample, the study design, or the 

collection method itself (21). Data errors, on the other hand, can arise from a variety of 

reasons, including data entry mistakes, transmission errors, or missing data (22). 

For these reasons, several approaches are usually undertaken to enhance data quality and 

integrity. Methods to address the issue of fragmentation include the development of standard 

data formats and structures that can facilitate data integration (23). Noise reduction techniques 

and validation checks can help minimize errors and ensure data accuracy (24). As for biases, 

robust study design and sample selection techniques can help limit their introduction in the 

first place, and statistical methods can help adjust for them once present. 

To illustrate, The Cancer Genome Atlas (TCGA) provides an example of a successful 

integration of diverse data types from various sources. By standardizing data structures and 

formats, TCGA was able to create a rich resource for cancer genomics research (25). 

Similarly, the Framingham Heart Study, a longitudinal study that has been ongoing since 

1948, demonstrates the effectiveness of meticulous study design and robust statistical 

methods in minimizing biases and ensuring the quality and integrity of data collected over 

time (26). 

Although the task of maintaining data quality and integrity presents a substantial challenge, it 

is not unconquerable. The prospect of AI in healthcare hinges on the capability to confront 

these challenges directly, employing robust strategies and methodologies to the cleanliness, 

completeness, and representativeness of health data. 
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Lack of interpretability and transparency in AI models 

Since the dawn of artificial intelligence in medicine, the methodologies for extracting 

meaningful patterns from medical data have experienced remarkable evolutions. In the initial 

stages of AI-driven medical research, considerable emphasis was placed on hand-crafting 

features from the data, which then served as an input to machine learning algorithms (27). 

This manual feature engineering required lot of effort to be designed, given the constraints of 

computational power and the limited understanding of algorithmic designs that could capture 

intricate data patterns. However, these features were often dependent on the domain 

knowledge and intuition of the researchers, which introduced potential biases and might have 

omitted significant, non-intuitive characteristics (28). 

Transitioning from these early strategies, the advent of deep learning and, more specifically, 

deep neural networks has brought about a paradigm shift in AI approaches within the medical 

domain (29). These models are often categorized as "end-to-end" since they are designed to 

learn features directly from raw data, bypassing the often labor-intensive process of manual 

feature design and extraction. While such models have been shown to outperform their 

predecessors in numerous medical applications, such as diagnostic imaging and predictive 

analytics, they come with a different set of challenges and considerations. 

One significant aspect of these neural models is the interpretability, or more aptly, the lack 

thereof (30). The features learned by deep networks tend to be more abstract and non-linear, 

making them more difficult to interpret in a comprehensible manner by human researchers. 

This raises questions about transparency, trustworthiness, and the very nature of knowledge in 

AI-driven medical applications. While these models provide results with high accuracy, the 

inability to understand the reasoning behind these predictions could be a potential stumbling 

block in the broader acceptance and application of such models in clinical settings (31). 

The concern surrounding the 'black box' nature of AI models, first delineated by Holzinger et 

al. in 2017, is a palpable barrier to their extensive adoption, particularly in the medical 

community (32) and end-to-end models. 

A black box model is defined by its extreme mathematical complexity, which obscures the 

very nature of its internal decision-making mechanisms. In essence, a black box AI model 

takes an input, processes it through a complex web of computations, and outputs a result, all 

without offering clear insight into how that result was reached. This absence of transparency 

and interpretability can be disturbing for professionals in any field. Still, in medicine, where 

decisions directly impact human lives and can have profound consequences, the lack of 

understanding of how decisions are reached is especially concerning. 

A physician's trust in a tool or a procedure often arises from a clear understanding of its 

mechanisms, and it is this clarity that AI models often lack (33). The integrity of the patient-

doctor relationship and the implicit trust placed in a physician's decision-making are not to be 

taken lightly. These factors are fundamentally based on the understanding of the methods, 

procedures, and decisions made. When AI is introduced without proper interpretability, it 

jeopardizes this trust and is likely to be met with resistance. 
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Moreover, the opacity of AI decision-making raises ethical and legal questions. The moral 

responsibility of a decision in medicine usually lies with the clinician making the decision. 

However, if an AI tool is involved, and an error occurs, it may be difficult to attribute 

responsibility (34). Wachter et al. (35) pointed out the challenges in this regard, particularly 

because a clear comprehension of how the AI arrived at its decision is often difficult to trace. 

Explainable AI emerges as a promising solution to these concerns. The creation of AI models 

that maintain high performance while also offering transparency in their workings is an hot 

field of research (36). These models strive to strike a balance between the accuracy of a deep 

learning model and the transparency of a simpler model. 

In theory, the development of explainable AI seems straightforward, but in practice, it is a 

complex undertaking, fraught with challenges. One such challenge is maintaining the balance 

between model complexity and interpretability. Simpler models are typically more 

interpretable, but they often compromise on accuracy. On the other hand, more complex 

models, while highly accurate, sacrifice transparency and interpretability (37). 

Research into explainable AI is a pressing subject, given the rising usage of AI in various 

fields, particularly in healthcare. Designing these models is not just a scientific challenge but 

also an issue of trust, ethics, and legal responsibility. From a scientific perspective, it 

represents one of the frontiers of AI research. From an ethical perspective, it poses questions 

about responsibility, transparency, and trust. From a legal standpoint, it begs the question of 

culpability when errors occur (35). From the government certification agencies for medical 

products, there is a growing requirement for a comprehensive examination of the 

interpretability of AI models used in medicine, despite it being a complex challenge that 

depends on each type and architecture of neural network (usually preserved as industrial 

secret). 

The integration of AI into clinical practice must grapple with the ongoing issue of the black 

box problem. Physicians' trust, ethical responsibility, and legal accountability are vital 

considerations that must be addressed as we advance further into this technological age. The 

development of explainable AI offers a potential solution, but substantial challenges must be 

overcome before we can fully reap the benefits of AI in a responsible, transparent, and 

trustworthy manner. 

The task of handling unstructured medical data 

The digital revolution in the medical sector has seen an exponential increase in the generation 

of computerized medical data. Much of this data, encompassing clinical notes, radiology 

images, pathology reports, among others, exists in an unstructured format, posing a 

considerable challenge in leveraging this data for advanced computational applications such 

as artificial intelligence. As a result, one significant task faced by the medical community is 

the conversion of unstructured data into a form that can be feed into AI algorithms (19). It is 

worth noting that this process is not trivial; it involves labor-intensive and time-consuming 

operations that require sophisticated methodologies and tools. 
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The complexity of the process arises from the arbitrary and diverse nature of unstructured 

medical data, which is typically characterized by a lack of predefined format, making it 

difficult to classify, interpret, or utilize in AI models (38). It also contains a wealth of 

information critical to patient care and clinical decision making, including details about a 

patient's history, condition, treatment options, and prognosis. Consequently, the conversion 

process must not only be meticulous but also comprehensive, ensuring that the rich 

information content is preserved while being made accessible to AI models. 

Nevertheless, the benefits of achieving this task are significant. The ability of AI models to 

handle and interpret unstructured data could significantly increase the utilization of medical 

data, thereby augmenting the quality of AI-assisted clinical decision-making. For instance, in 

a study by Rajkomar et al. (39), a deep learning model was developed that could make 

accurate predictions about various patient outcomes, such as length of hospital stay and 

readmission likelihood, by utilizing electronic health record data, including unstructured data 

like clinical notes. This example illustrates the potential value of unstructured data in 

enriching AI models, which in turn can enhance the quality of care delivered to patients. 

However, the development of AI models capable of managing unstructured medical data 

remains a challenging task due to various reasons. For example, the unique characteristics of 

medical data, including its diversity, sensitivity, custom acronyms, and size, necessitate 

specialized and advanced techniques for processing and handling it (40). Furthermore, the 

absence of standardization in the representation of unstructured medical data adds to the 

complexity of the task. Moreover, ethical and legal considerations surrounding the use of 

medical data, particularly in the context of AI, present another layer of challenges that need to 

be addressed. 

Overcoming these challenges necessitates a multidisciplinary approach that combines 

expertise in areas such as data science, machine learning, medical informatics, and healthcare 

law and ethics. It also requires collaboration between various stakeholders, including 

clinicians, data scientists, ethicists, and policymakers, to ensure the responsible and effective 

use of unstructured medical data in AI (41). 

Handling unstructured and multimodal medical data is a challenging yet essential task in the 

field of medical AI. It demands sophisticated methodologies, collaborative efforts, and the 

addressing of ethical and legal considerations. However, achieving this task could 

significantly enhance the quality of AI-assisted clinical decision-making. 

The development of AI tools that can handle multiple comorbidities 

Initial efforts in AI predominantly targeted singular diseases (12). This approach aligns with 

traditional biomedical research, which generally prioritizes understanding individual diseases 

in isolation (42). While this strategy is valuable, it fails to account for the intricate relationship 

between multiple concurrent diseases in a patient. This issue is a stark contrast to real-world 

clinical practice, where patients often present with multiple concurrent diseases or 

comorbidities (43). In reality, patients often present with comorbid conditions that can modify 

disease expression, prognosis, and response to treatment (44). Recognizing and addressing 
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this discrepancy requires the development of advanced AI models capable of managing this 

level of complexity.  

Moreover, developing AI models capable of handling multiple comorbidities is far from 

trivial. Comorbidities are not merely a collection of individual diseases but a complex 

network of interconnected conditions (45). Consequently, AI models must account for the non 

trivial interconnections among different diseases. Moreover, these models must factor in how 

the presence of multiple comorbidities might affect a patient's health status, treatment 

response, and prognosis (46). Consequently, the development of such models involves 

sophisticated computational methodologies and data management, requiring extensive 

knowledge in both medical science, software engineering and AI technologies (47). 

An important step in this development process is the availability of high-quality, 

comprehensive patient data (see section 0). The creation of these models depends on access to 

extensive datasets detailing patients' disease history, including all concurrent conditions and 

their progression over time. While such data is typically available in electronic health records 

(EHRs), several barriers exist to its utilization (48). These include issues relating to data 

privacy and security, data quality and consistency, and the lack of standardized methodologies 

for extracting meaningful information from EHRs (24). 

Despite these challenges, significant progresses have been made in the development of AI 

models capable of handling multiple comorbidities. For example, a model proposed by Choi 

et al. utilizes graph-based deep learning to predict future comorbidities in patients (49). This 

model, known as the Medical RelationNet, uses EHR data to construct a patient-disease-time 

graph, which it then uses to predict the future onset of comorbid conditions. While this model 

represents a significant advancement in this field, more work is needed to develop AI models 

that can not only predict comorbidities but also provide personalized treatment 

recommendations (see section 0). 

Developing AI algorithms that can effectively deal with rare diseases 

The capacity of artificial intelligence and machine learning (ML) to manage and to diagnose 

rare diseases represents a domain still in its nascent stage. The fundamental challenge resides 

in the scarcity of data pertinent to these conditions. These diseases, while individually 

infrequent, collectively affect a significant portion of the global population (50). 

In the domain of machine learning and Statistics, the "Long Tail" refers to the distribution of 

classes where a limited number of classes have abundant instances (the "head") and a large 

number of classes have few instances (the "tail"). In this distribution, rare diseases fall into the 

"tail" segment, thus posing unique difficulties to the ML algorithm development. Despite the 

considerable improvements in AI techniques, algorithms are still primarily reliant on large 

datasets for effective training (51). 

The relative paucity of shared public data concerning rare diseases affects the performance of 

AI models in two primary ways. First, the limited availability of data impacts the model's 

ability to recognize the distinguishing patterns and features of rare diseases (52). Second, the 
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lack of variability in the sparse data hinders the generalizability of the model. These two 

facets form the core obstacles in training AI models to effectively manage rare diseases.  

One proposed solution to this problem involves the utilization of transfer learning. Transfer 

learning enables the adaptation of a pre-trained model on a new task with comparatively 

fewer data, exploiting the commonalities and differences between the tasks. This method has 

been successfully applied in several medical imaging contexts (53,54). Nonetheless, it 

requires a careful design to ensure the similarity between the source and target tasks, which 

might not always be feasible in the case of rare diseases. 

In parallel, data augmentation techniques can be employed to artificially inflate the limited 

dataset size. Methods such as synthetic minority over-sampling technique (SMOTE) have 

been employed with encouraging results in other areas of medicine (55). Moreover, advances 

in synthetic data generation, offer promising directions for addressing data scarcity in rare 

diseases (56). 

Collaboration and data sharing among healthcare institutions and researchers around the globe 

could markedly enhance the capacity to develop efficient AI models for rare diseases. In an 

exemplar case, an international collaborative project called 'Genomics England' has resulted 

in the sequencing of 100,000 genomes from around 85,000 NHS patients, including many 

with rare diseases, creating a valuable dataset that could be instrumental for the development 

of certain AI models (57). 

Ensuring the continuous learning and adaptation of AI models while maintaining their 

safety and performance 

The advancement and expansion of medical knowledge necessitate a periodic update of the AI 

models. Notwithstanding the perceived benefits of such updates, they carry potential 

alterations in model behaviour, thereby eliciting unforeseen consequences (6). 

These AI models might play become 7/24h assistants in diagnostics, prognostics, treatment 

strategies, and managing public health emergencies, thereby emphasizing the need for 

ensuring safety and efficacy. The premise of AI models’ success rests on their ability to learn, 

adapt, and improve performance continuously over time, which implies training on expansive 

and diverse datasets (1). The concept of frozen or static models falls short in the medical 

domain, given the inherent dynamic nature of medical science and the necessity of staying up-

to-date with new research, best practices, and clinical guidelines (33). 

Integrating new knowledge into AI models necessitates an understanding of the repercussions 

this might have on their behaviour. These transformations, although intended to enhance the 

performance and applicability of the model, might bear the potential to sway the model’s 

behaviour, inducing unanticipated outcomes (58). Therefore, any update process needs to be 

structured and monitored to ensure a balance between the incorporation of new knowledge 

and the safety and efficacy of the model. The focus, thus, is to create secure environments that 

enables continuous learning and adaptation without compromising model safety or 

performance. 
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Regulating updates to AI models poses a set of formidable challenges (see section 0). The 

maintenance of an AI model’s safety and efficacy is an iterative process, involving a cyclic 

methodology of update, testing, validation, and deployment. It is necessary to ensure that an 

update does not lead to "catastrophic forgetting," where the model may lose its ability to 

perform tasks it was previously trained for. One such method to mitigate this issue is 'elastic 

weight consolidation,' which protects the parameters important for previously learned tasks 

during the learning of new ones (59), although it is quite dependent on the underlying Deep 

Learning architecture. Another approach is the development of automated and continuous 

monitoring systems to detect and mitigate unexpected behaviour changes in deployed models 

(60). 

However, not all model updates result in significantly altered behaviours. In fact, some 

updates, such as those involving bug fixes or minor adjustments, may be largely benign and 

have little to no impact on the safety or performance of the AI system. This highlights the 

need for a systematic and graded approach to updates, which carefully considers the potential 

impact of each change and prioritizes thorough testing and validation for more significant 

updates. 

The challenge of balancing updates with safety and efficacy of AI models is another pressing 

issue. A framework is required that enables the incorporation of novel medical knowledge, 

supports the ability to adapt and improve, and ensures the safety and performance of the 

model are upheld. Such a framework will benefit from collaborative efforts from the spheres 

of medical science, artificial intelligence, and regulations. 

Designing user interfaces for AI tools that are intuitive and user-friendly 

The employment of artificial intelligence in healthcare is increasing rapidly and is reshaping 

many aspects of medical practice, from diagnosis and treatment planning to patient 

management and follow-up (2). This proliferation has engendered an imperative need for 

effective user interfaces (UI) that enhance rather than obstruct the communication between 

the human end-users, predominantly healthcare providers, and AI tools. The UI is essentially 

the point of interaction between the users and the AI tools, and its design determines the 

degree of utilization and adoption of such systems in the clinical practice (61). 

Efficiency, intuitiveness, and user-friendly attributes are often designed carefully in UIs for 

AI tools (62). Efficiency sums up the need for a swift and precise response, necessitating the 

interface to possess capabilities for timely data retrieval and presentation, fast data entry, and 

immediate responses to user commands. An intuitive design allows users to predict the 

behaviour of the AI tools without requiring extensive training or having to resort to a user 

manual. User-friendly interfaces, on the other hand, prioritize the ease of use and 

understandability, making them accessible and comfortable for users with varying levels of 

technical proficiency. 

A judicious integration of these principles into UI design of AI tools could improve the 

effectiveness and acceptance among healthcare providers. Research conducted by Patel et al. 

has demonstrated that the appropriate design of UIs for AI tools in healthcare could result in 
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improved user satisfaction, increased productivity, and more precise medical decision-making 

(63). 

Yet, suboptimal UI design may present considerable challenges, affecting user acceptance and 

utilization. A poorly designed UI can increase cognitive load, resulting in user frustration and 

decreased productivity (64). More concerning is the potential for patient harm. For instance, 

incorrect interpretation or misunderstanding caused by a baroque interface could lead to 

misdiagnoses, inappropriate treatments, or other detrimental clinical decisions. 

As we delve further into the implications of UI design in the context of AI in healthcare, it's 

valuable to reflect on the example of IBM's Watson for Oncology. As reported in Strickland 

(65), despite the system's powerful underlying AI technology, physicians were often 

frustrated by the complex and unintuitive interface, leading to low adoption rates and 

criticisms of its applicability in real-world practice. This experience underscores the critical 

role of interface design in AI tool acceptance and effectiveness. 

Therefore, the design of UI for AI tools in healthcare should be a meticulous and thoughtful 

process, requiring a multi-disciplinary approach that includes not only designers and AI 

specialists but also end-users, the healthcare providers themselves (66). This would ensure 

that the AI tools are indeed suited to the real-world, high-demand environment of healthcare 

provision, aligning with the unique requirements and workflows of the sector. 

While the potential of AI in healthcare is vast, the success of AI tools will be dependent not 

just on the sophistication of the underlying algorithms, but also on the effectiveness and 

usability of the interfaces through which users interact with these systems. Future research 

should continue to explore the optimal design principles for AI tool interfaces in healthcare, 

ensuring their alignment with user needs and clinical workflows. 

HEALTHCARE AI INTEGRATION AND OPERATIONALIZATION CHALLENGES 

The current technological revolution is by no means the first experienced by the medical 

world. Medicine has been closely tied to disruptive technological changes since its inception 

(67), as a significant portion of human ingenuity is invested in improving the quality of life 

for others and, consequently, in combating illness with all the tools at our disposal. 

This factor necessitates that the implementation of AI-based solutions must compete and 

adapt within a framework of previously deployed technologies, which have seldom been 

designed to be scalable or collaborate with systems of such advanced nature. 

The subsequent sections delve into the challenges surrounding these matters, which must 

evolve concurrently with the adoption of these technologies that offer us so many advantages 

(3). 

The integration of AI into clinical workflow 

Artificial intelligence applications in healthcare hold a remarkable potential to transform 

clinical practice through streamlining workflows, improving diagnostic accuracy, and 
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enhancing patient care (67). Thus, it is necessary to consider how these systems integrate into 

existing healthcare practices, how they interact with healthcare information technology (IT) 

systems, and how user-friendly they are to the clinicians who will be using them in real-time. 

In the current landscape, many AI tools have been created as stand-alone systems, posing a 

significant challenge to their incorporation into the clinical workflow. This separation from 

established systems can result in additional work for healthcare providers, as these systems 

often require additional and customized interface and data entry process to interact with. 

Rather than augmenting the clinician's work, these stand-alone AI systems may disrupt the 

delivery of patient care by adding another layer of complexity to the provider's tasks. This 

issue is highlighted in the research by Blease et al., where the authors underline the necessity 

of integrating AI systems into the existing healthcare IT infrastructure to ensure seamless 

operation and avoid unnecessary burden on clinicians (68). 

Addressing this challenge necessitates the development of AI systems that are not only 

interoperable with existing healthcare IT systems but also align well with the clinical 

workflow. This factor involves a full understanding of the needs, preferences, and routines of 

the healthcare providers who will be using these systems in their practice. The AI tools should 

be designed to augment the clinician's work rather than replace it, offering assistance in real-

time without disrupting the clinical workflow. Integration can be facilitated by creating AI 

systems that are compatible with existing electronic health records (EHRs) and other 

healthcare IT systems. Such an approach was presented by Rajkomar et al. where the authors 

showed how machine learning models can be integrated into EHRs to predict medical events 

(39). 

However, integration and interoperability are not sufficient to ensure the effective use of AI in 

clinical practice. Another key consideration is the training and preparation of end-users: the 

clinicians and their assistants (69). Despite the advancement of AI technologies, the 

proficiency and confidence of clinicians in using these tools remain limited. This limitation 

can lead to a lack of trust and adoption, inhibiting the full potential of AI in healthcare. As 

noted by Johnson et al., it is necessary to provide healthcare providers with adequate training 

to use AI tools effectively(69), including an understanding of their underlying principles, the 

potential benefits, and the limitations (70). 

The technical difficulties of integrating AI with existing health IT systems 

The implementation of AI into existing health IT systems poses a significant technical 

challenge, especially considering that many healthcare organizations continue to use older IT 

infrastructure, which are not easy to integrate to improve patient monitoring and 

administrative processes powered by AI-based software (71). 

A fundamental issue to address in the integration of AI with current health IT systems is the 

heterogeneity and fragmentation of these systems. Many hospitals and health institutions 

operate with a multitude of disparate and often outdated IT systems, not designed for 

interoperability (1). These systems tend to be siloed and only compatible with same vendor 

tools, making data extraction, sharing, and utilization for AI applications a complex task (72). 
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For example, the adoption of the Epic System by Kaiser Permanente, a leading healthcare 

provider in the United States, highlights the struggle to streamline patient records across 

different facilities due to the significant variance in data structure and language (see section 

0). 

Moreover, data quality and consistency present notable hurdles. Deep Learning models rely 

on large, structured, and high-quality datasets to produce meaningful and accurate results (6). 

However, in healthcare settings, data are frequently unstructured, heterogeneous, and 

inconsistent due to variations in input methods and procedures, potentially leading to issues 

with accuracy and reliability in AI applications (73) (see section 0). Furthermore, the quality 

of data can be compromised due to errors, omissions, and biases in recording practices, which 

pose significant challenges to the training of AI models. For instance, a study in the UK 

demonstrated that inconsistent coding practices in electronic health records led to substantial 

discrepancies in stroke event recording, an issue that could significantly impact AI models' 

performance in predicting stroke events (74). 

Additionally, the technological readiness and capacity of the existing health IT systems play a 

crucial role in the successful integration of AI. These older systems often lack the required 

computational power and capabilities for advanced AI applications (1). Consequently, the 

process may necessitate substantial upgrades or complete renovations of the existing 

infrastructure, which could entail significant financial investment and potential workflow 

disruptions (47). 

Furthermore, the complexities related to data privacy, security, and regulatory compliance 

cannot be understated. Health data are sensitive, and their management involves strict 

regulatory frameworks to ensure patient privacy and data security (75). The integration of AI 

solutions into health IT systems necessitates robust mechanisms to ensure data are handled, 

processed, and stored in ways that comply with laws such as the Health Insurance Portability 

and Accountability Act in the United States or the General Data Protection Regulation in the 

European Union. 

AI validation and regulation 

The introduction of artificial intelligence in healthcare has opened new possibilities for 

diagnosis, prognosis, and management of disease conditions. Its effective and safe application 

in real-world clinical settings necessitates a thorough validation process that recognizes and 

addresses the innate complexities and variations in clinical practices, patient populations, and 

disease patterns. These elements have been identified to significantly impact the effectiveness 

of AI in actual healthcare environments, leading to its performance that is often not as 

promising as it is in controlled research scenarios (76). 

The heterogeneity inherent in real-world patient populations and clinical practices poses a 

unique challenge to AI validation. Disease manifestation and patient response can vary 

significantly due to a myriad of factors such as age, gender, ethnicity, comorbidities, and 

socioeconomic status, among others (77). This considerable variation requires AI systems to 

be adaptable and generalizable to deliver precise and effective care. Similarly, the shifting 
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patterns of diseases over time, influenced by factors such as lifestyle changes, genetic 

evolution, and environmental changes, necessitate AI's adaptability to continue being 

effective (78). 

To achieve this level of adaptability and generalizability, rigorous large-scale, multicenter 

clinical trials are recommended as they expose AI systems to a wide range of clinical and 

demographic variations. These trials serve as a crucial validation process that evaluates not 

only AI's accuracy but also its safety, effectiveness, and ability to generalize its learning 

across diverse scenarios (79). However, conducting these trials comes with its own set of 

challenges. Logistical difficulties, such as data sharing issues, patient privacy concerns, and 

difficulty in standardizing trial protocols across different centers are some of the many 

hurdles. Furthermore, the financial burden associated with these large-scale trials can be 

substantial, often proving prohibitive, particularly for smaller companies and institutions (80). 

The second layer of complexities in validating AI for healthcare arises from the current 

regulatory frameworks. AI, in its essence, is a continuously learning and adapting system. 

This characteristic, while being one of its strengths, also presents unique regulatory 

challenges (see section 0). The Food and Drug Administration (FDA) and similar regulatory 

bodies have long-established protocols for approving medical devices and interventions. 

However, these traditional protocols are ill-equipped to handle the dynamic nature of AI 

systems. The current regulations demand a static validation process that is incompatible with 

the continuous learning and adaptation of AI (81). 

To address these challenges, there is an immediate necessity for innovative validation 

strategies and updated regulatory norms. The validation strategies need to take into 

consideration the heterogeneity of real-world healthcare settings and the dynamic nature of 

AI, designing comprehensive protocols that allow rigorous testing of these systems. Updated 

regulatory norms, on the other hand, should accommodate the evolving nature of AI systems 

while ensuring patient safety and efficacy of AI interventions (82). 

However, the development and implementation of such strategies and norms will require 

concerted efforts from all stakeholders, including researchers, clinicians, regulators, and 

patients. Moreover, a balance needs to be struck between encouraging innovation and 

maintaining stringent safety and efficacy standards. It is, therefore, a subject of ongoing 

research and discussion. 

Managing the expectations of healthcare providers and patients regarding AI 

An overestimation of AI's capabilities or an underestimation of its limitations may lead to 

disillusionment among healthcare providers and patients, potentially inhibiting the acceptance 

and integration of AI in healthcare settings. 

Understanding the transformative power of AI in healthcare requires a nuanced appreciation 

of its capabilities and limitations. AI tools, such as machine learning algorithms, can learn 

from and make predictions based on training data, thereby enhancing diagnostic accuracy 

(12). However, they are dependent on the quality and quantity of data they are trained on, and 
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they require continual refinement to maintain their predictive accuracy (7). These tools do not 

replace healthcare providers; rather, they augment their ability to make informed decisions 

about patient care. 

Contrary to the notion of AI as a universal solution to healthcare's problems, its application is 

often context-specific. For instance, AI tools that are effective in tertiary care settings may not 

be equally effective in primary care or community healthcare settings due to differences in the 

nature and volume of data, technological infrastructure, and the level of training of healthcare 

providers (83). 

Moreover, the ethical implications of using AI in healthcare should not be overlooked. Issues 

related to data privacy, algorithmic bias, and the transparency of AI decisions are major 

concerns that need to be addressed (34). In addition, the integration of AI into healthcare 

systems may have implications for the patient-provider relationship, potentially disrupting 

traditional models of care. 

Managing expectations of AI in healthcare, therefore, is a delicate balancing act. It 

necessitates an open, honest, and ongoing dialogue among stakeholders, including healthcare 

providers, patients, policymakers, AI developers, and researchers. This dialogue should foster 

an understanding of AI's capabilities and limitations, and the ways in which AI can be 

responsibly integrated into healthcare practice. 

The role of professional bodies, such as the American Medical Association and the British 

Medical Association, is pivotal in shaping this dialogue. Through their policy statements and 

guidelines, they can help define the role of AI in healthcare, provide recommendations for its 

ethical use, and promote education and training for healthcare providers. 

Patients, too, have an essential role to play in this dialogue. Patient advocacy groups can 

empower patients to understand and engage with AI technologies, making them active 

participants in their care. 

The application of AI in healthcare is not an end in itself, but a means to an end. Its ultimate 

goal should be to improve healthcare outcomes and enhance patient well-being. Any hype 

surrounding AI should not distract from this goal. A sober appraisal of AI, based on rigorous 

scientific evidence and thoughtful ethical deliberation, is necessary to realize its potential and 

avoid pitfalls. 

The need for robust cybersecurity measures for AI systems in healthcare 

As AI technological advancements continue to permeate the healthcare industry, the risks 

associated with cybersecurity vulnerabilities concurrently escalate, underscoring the necessity 

for robust protective measures. 

In recent years, the healthcare sector has been increasingly susceptible to a spectrum of cyber 

threats (84). Among the most prominent concerns are data breaches that could compromise 

sensitive patient information. The sheer volume of data that healthcare systems process, 

coupled with its intrinsic sensitivity, makes it an attractive target for cybercriminal activities. 
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For example, in 2015, Anthem, one of the largest health insurance companies in the United 

States, experienced a cyberattack that led to the exposure of nearly 78.8 million records 

containing personal patient information (85,86). Another example is the WannaCry ransom 

ware attack that occurred on May 12, 2017, impacted 230,000 systems across more than 150 

countries, including the UK's National Health Service (NHS) (87). Consequently, from May 

13 to 16, 2017, five NHS Trusts were compelled to redirect Accident and Emergency patients 

to unaffected Trusts, and several Trusts encountered difficulties with their CT and MRI 

imaging systems. This disruption led to the cancellation of nearly 20,000 appointments or 

surgeries and incurred a cost of nearly £92 million for the NHS (88). Not only did these 

breaches result in a significant financial impact, but it also highlighted the potential for severe 

harm to patient trust in healthcare systems. 

Beyond data breaches, there lies an arguably more sinister threat in the form of tampering 

with AI algorithms. The complexity and opaque nature of some AI systems can render them 

susceptible to adversarial attacks. Adversarial machine learning, a field that investigates how 

AI systems can be fooled or manipulated, has documented a variety of potential attack vectors 

(89). One of the most worrisome is the "poisoning" of machine learning models, wherein 

attackers insert misleading data into the training phase, leading the model to produce incorrect 

outputs. In a healthcare setting, such manipulation could lead to incorrect diagnoses, flawed 

treatment recommendations, and even directly endanger patient safety (90). 

Given the severity of these threats, the necessity of robust cybersecurity measures in 

healthcare AI systems cannot be overstated. It is not sufficient to treat cybersecurity as an 

ancillary concern; rather, it must be integrated as a core component of the design, 

implementation, and operation of healthcare AI systems. Such measures may encompass a 

variety of strategies, from hardened system security and encryption practices to intrusion 

detection and response systems (2). 

Moreover, there is a compelling need for a collaborative approach to cybersecurity in 

healthcare AI. A multi-stakeholder model involving healthcare providers, AI developers, 

regulatory bodies, and even patients themselves can enhance shared understanding, establish 

best practices, and facilitate rapid response to new threats (91). Additionally, international 

cooperation is vital, given the global nature of cyber threats and the international reach of 

many healthcare and technology companies. 

The importance of obtaining sufficient investment for AI research and implementation 

It is necessary to underscore the exigency of securing adequate financial resources for the 

continuation and expansion of research and implementation in artificial intelligence within the 

healthcare sector. The current state of AI technology, though promising, remains in its infancy 

and demands significant funding for further research, rigorous validation, and seamless 

integration into healthcare systems (2). 

There is an expanding body of literature that recognizes the enormous potential of AI to 

revolutionize healthcare, offering transformative solutions for patient care, disease prevention, 

diagnosis, and treatment (1). For instance, studies have shown that AI can assist clinicians in 
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accurately diagnosing diseases, such as cancer, by analyzing medical images and detecting 

anomalies that might be missed by the human eye (12,92). Despite these breakthroughs, the 

advancement of AI in healthcare is presently stymied by multiple barriers, not least of which 

is the lack of sufficient funding. 

Securing adequate funding for AI research and implementation in healthcare, however, is a 

complex endeavour. The investment managers have to deal with competing priorities vie for 

finite resources (93). The significance of this challenge cannot be overstated, given the myriad 

issues that persist in healthcare, such as chronic disease management, elderly care, and health 

inequality, all of which necessitate immediate and tangible solutions. In such a context, 

prioritizing funding for a still emerging technology can be a contentious issue. 

A particular concern is the validation of AI technology. Unlike traditional pharmaceutical or 

biomedical research, AI applications require unique validation processes, often involving 

large and diverse datasets (94). Furthermore, AI applications need to be validated in a real-

world clinical setting, a process that is both time-consuming and costly. The financial burden 

of validation hence poses a significant barrier to the deployment and adoption of AI in 

healthcare. 

Additionally, the integration of AI into existing healthcare systems is another substantial 

financial endeavor. Even with promising AI applications, the transition from development to 

integration is fraught with obstacles. For instance, the deployment of AI necessitates changes 

in the existing workflow, training for healthcare professionals, and infrastructure upgrades, all 

of which are costly endeavors (95). 

To ensure that the potential benefits of AI in healthcare are realized, adequate investment 

must be secured. However, this is not merely a question of allocating more funds. Rather, it 

necessitates a multi-faceted approach that includes policy changes, fostering collaborations 

between public and private entities, and developing novel funding models that can sustain the 

growth and adoption of AI in healthcare. The precise direction and shape these efforts will 

take remains to be seen, but it seems evident that securing the financial resources necessary 

for AI research and integration requires serious consideration. 

Patient-Centric AI Design 

The ascent of artificial intelligence into the healthcare domain has inspired fervent discussions 

regarding its potential advantages and challenges. Among the latter, a subtle yet vital issue 

arises: the tension between AI's innate drive to generalize and the clinical imperative to 

individualize. As the integration of AI tools becomes more prevalent in healthcare, striking 

the right balance between these contrasting tendencies becomes more important. 

Consequently, patient-centered AI design emerges as a focal area of interest, intertwining 

technology's capability with medicine's principles. 

Traditionally, medicine has flourished on the philosophy of patient-centricity. When a 

clinician engages with a patient, they aren't just observing symptoms; they're reading a 

narrative. One shaped by the patient's genetics, environment, history, and lifestyle. This 
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principle, rooted in the Hippocratic oath, is what has shaped medical decisions, where 

emphasis is not solely on objective signs but also on the patient's subjective experience (96). 

With AI's foray into this physician-patient space, the objective may overshadow the 

subjective, necessitating a design framework that equally respects both. 

AI thrives on patterns discernible from large-scale datasets. In this context, these patterns 

allow for predictions, assessments, and interventions. Yet, human biology and experience, by 

their nature, do not always conform to discernible patterns. Herein lies the challenge: the 

granularity of individual experience may be lost in the vastness of data (34).  

Moreover, there's the issue of representation. If AI is to be truly patient-centric, it must be 

trained on diverse datasets, ensuring that every patient demographic is adequately represented, 

thereby preventing potential biases and misrepresentations (77). 

Building a bridge between AI's pattern-seeking essence and the particulars of individual 

patient stories requires deliberate action. Multi-modal data integration, which brings together 

diverse sources of patient data, stands as a promising avenue. By considering genetic, 

physiological, psychosocial, and other variables, AI can foster a richer, more nuanced 

understanding of individual health profiles. 

Ethics remains at the core of this integration. Beyond the crucial matter of data privacy, there 

is an inherent duty to ensure AI tools are developed and utilized with transparency and respect 

for patient autonomy (82). 

AI Governance and Oversight 

While there is general consensus on AI's transformative potential, the medical community 

remains split on its trajectory, especially concerning the necessary governance and 

supervising structures.  

One of the more remarkable concerns in the introduction of AI into healthcare revolves 

around the notion of trust. For healthcare professionals to adopt and, more importantly, rely 

on AI-driven systems, they need to trust the decisions and recommendations these tools make. 

But trust in AI isn't binary; it requires an understanding of the system's mechanisms, or at the 

very least, its logic. The non-transparent nature of certain advanced algorithms (see section 0), 

which make them almost inscrutable, poses a challenge in building this trust (97). Hence, it 

becomes vital for any governance framework to emphasize interpretability and transparency 

as core principles for AI tools in healthcare. 

Another governance challenge emerges from the data upon which AI systems are trained. 

Medical data, inherently complex and multifaceted, can sometimes be unrepresentative or 

contain implicit biases. Systems trained on such data can inadvertently perpetuate or even 

exaggerate these biases, leading to imprecise or biased clinical recommendations (77). Thus, 

an integral part of AI governance must involve rigorous data validation and constant oversight 

to ensure data quality and representativeness. 
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The AI-governance nexus also intersects with regulatory standards that already exist in 

healthcare. How should regulatory bodies approach AI? Is there a need for new structures, or 

can AI be accommodated within the current regulatory frameworks? The dynamic and 

evolving nature of AI, wherein systems continuously learn and adapt, poses a unique 

challenge. Unlike static medical devices or interventions, AI-driven systems can evolve post-

deployment, necessitating periodic reassessment and validation (98). 

From an ethical vantage, there are additional layers of complexity. Issues like patient consent, 

data privacy, and the potential for misuse take center stage in discussions about AI's 

integration into healthcare (99). AI governance frameworks should be constructed with these 

ethical considerations at their core, perhaps even mandating ethics committees specifically for 

AI-related interventions in medical settings. 

The marriage of AI and healthcare, while promising, is rife with challenges that demand well-

thought-out governance and oversight. Constructing such frameworks requires a 

multidisciplinary approach, combining technological expertise with clinical, ethical, and 

regulatory insights. Only with such comprehensive governance can we ensure that the 

transformative potential of AI in healthcare is realized responsibly and safely. 

HEALTHCARE AI ETHICAL, SOCIAL, AND EQUITY CHALLENGES 

The adoption of artificial intelligence in healthcare marks a significant transition, affecting 

patient care strategies, disease prediction methods, and the direction of medical research (2). 

As AI technologies become more commonplace in healthcare settings, a range of ethical, 

social, and equity considerations emerges, warranting thoughtful analysis. While the 

advantages of AI—such as enhancing diagnostic accuracy, streamlining clinical processes, 

and tailoring patient care—are evident, there are concurrent concerns about patient data 

protection, potential biases in AI systems, and equitable access to these technologies. 

The following sections delve into the challenges revolving around these matters. While they 

possess a more human dimension, they cannot be detached from the challenges of a more 

technological nature addressed in the preceding sections. 

Data privacy and patients' data anonymization 

Medical practices are about to experience profound shifts with the emergence of artificial 

intelligence, particularly in predictive modelling derived from patient health records.. These 

records, however, are typically replete with highly sensitive personal data, presenting an 

intricate quandary of data privacy and protection (100). The proliferation of data breaches in 

recent years has underscored the urgent necessity of safeguarding such data. In an age where 

privacy has come to the fore as a global concern, AI medical practitioners face the task of 

navigating a delicate equilibrium. On the one hand, they must advance AI-driven healthcare 

innovations. On the other, they must uphold patients' rights and confidentiality by ensuring 

data protection (101). 

The challenge is further amplified by the introduction of robust data protection legislation like 

the European General Data Protection Regulation (GDPR), which imposes strict constraints 
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on data usage (102). GDPR and analogous legislation enacted worldwide delineate a series of 

stringent conditions for the acquisition, storage, processing, and disclosure of personal data, 

thus establishing an additional regulatory obstacle for AI applications in healthcare. 

Navigating the legal landscape, AI experts must formulate a balanced strategy that respects 

data protection mandates while also fostering the progression of AI within healthcare. 

The dichotomy between safeguarding data privacy and fostering AI's progress in healthcare 

can be traversed through strategies that employ data anonymization and de-identification. 

Anonymization, as defined by the GDPR, is the irreversible process of transforming personal 

data such that the data subject cannot be identified. This practice, when employed judiciously, 

can act as a potent instrument for achieving a balanced approach. Data anonymization 

techniques, such as k-anonymity, l-diversity, and t-closeness, aim to mitigate the risk of re-

identification while maintaining the utility of the dataset for research and AI-based analysis 

(103). 

The potential of these techniques is exhibited in a study by El Emam et al., wherein a de-

identified dataset was successfully utilized for a drug safety surveillance project without 

breaching patient privacy (104). While the example demonstrates the feasibility of 

anonymization and de-identification, it also emphasizes the care that needs to be taken to 

ensure the techniques are applied rigorously and correctly. Inaccurate or inappropriate de-

identification can result in residual risks of re-identification, thus compromising data security 

(105). 

Although there's no one-size-fits-all solution to the complex puzzle of data privacy in AI-

driven healthcare modeling, the prudent application of anonymization and de-identification 

methods holds promise. AI practitioners must strive to incorporate these methods into their 

data protection strategies to uphold patient privacy, abide by legal norms, and sustain the 

progress of AI in healthcare. 

The potential widening of health disparities 

Without a careful implementation, AI systems may inadvertently magnify health 

disparities.Health disparities can be thought of as the unequal distribution of health resources 

or outcomes across different groups, typically associated with socioeconomic status, race, 

ethnicity, or geographic location. It has long been documented in the literature that certain 

communities experience disproportionately negative health outcomes due to such disparities 

(106). If AI-based tools, which have the potential to be a great equalizer, are trained primarily 

on data from specific demographic or socio-economic groups, they may not function as 

effectively when applied to other populations. 

The issue at hand is that medical AI systems, like all machine learning algorithms, are only as 

good as the data on which they are trained. The machine learning models used in AI systems 

do not generate knowledge or understanding independently; they learn patterns from the input 

data they are given (107). If the data used to train these models are not representative of the 

diversity of populations that will use the healthcare services, then the AI system may generate 

biased results, which can lead to suboptimal care for underrepresented groups. 
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A notable example of this issue can be seen in a study by Obermeyer et al. (7), where an AI 

system used to identify and prioritize patients for high-risk care management programs was 

found to be biased against African Americans. Despite having similar health needs as white 

patients, African Americans were less likely to be identified as high-risk by the AI system. 

The source of the bias was traced back to the algorithm's training data, which used healthcare 

costs as a proxy for health needs. Given that African Americans tend to spend less on 

healthcare due to existing disparities, the AI system was inadvertently perpetuating these 

disparities. 

The potential exacerbation of health disparities by AI systems presents a significant challenge 

to healthcare providers, researchers, and policymakers. However, it also presents an 

opportunity to rethink how we design and implement AI systems in healthcare. Greater 

diversity in data collection and more inclusive algorithmic design can ensure that AI tools 

provide equitable health outcomes. By incorporating data from a wider range of demographic 

and socio-economic groups, we can create AI models that generalize better across 

populations. This requires a coordinated effort from all stakeholders, including healthcare 

providers, AI developers, patients, and regulatory bodies. 

AI systems should be developed and deployed with clear, understandable explanations of how 

they operate and make decisions (see section 0). This will empower patients and healthcare 

providers to make informed decisions, potentially alleviating some of the distrust that may 

arise from opaque AI systems. 

While AI has the potential to democratize healthcare, it also has the potential to widen 

existing health disparities if not implemented thoughtfully. The key to ensuring equity in AI 

applications lies in diverse data collection, inclusive algorithm design, and transparent 

implementation practices. These efforts can help mitigate potential bias in AI systems and 

contribute to more equitable health outcomes. 

Maintaining a humanistic approach to healthcare in an AI-driven environment 

The future ubiquity of AI in the healthcare sector has raised concerns about the maintenance 

of a humanistic approach to patient care. This approach is fundamental in the medical 

practice, it emphasizes the importance of empathy, compassion, and interpersonal 

relationships, qualities that are not readily reproducible by AI (95). 

One aspect worth discussing is the preservation of empathy in an AI-mediated healthcare 

context. Empathy is a fundamental aspect of the physician-patient relationship, it allows 

healthcare providers to understand and resonate with patients’ emotional states, leading to 

improved therapeutic outcomes (108). The reliance on AI tools, while expediting healthcare 

delivery, could potentially depersonalize patient care, creating an environment that might feel 

cold and devoid of human warmth and understanding. However, to reconcile AI integration 

with empathetic care, it is important to recognize the distinct roles of AI and healthcare 

professionals. AI excels in standardizing and streamlining tasks, analyzing vast amounts of 

data, and delivering evidence-based predictions, whereas healthcare professionals bring a 

nuanced understanding of human emotions, patient narratives, and holistic care (109). 
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In addition to empathy, compassion is an integral part of the therapeutic alliance between 

physicians and patients. The experience of compassion, not just as a sentiment but as a 

committed action to relieve suffering, underlies every clinical encounter (110). As AI tools 

become more embedded within clinical practice, it is essential to ensure that they are used as 

instruments that aid compassionate care, rather than as replacements for human providers. For 

instance, AI could be leveraged to handle administrative burdens, freeing clinicians to spend 

more quality time with patients, thereby fostering a deeper connection (111). 

Moreover, the preservation of interpersonal relationships in an increasingly digital healthcare 

ecosystem cannot be forgotten. The art of medicine relies significantly on the physician-

patient relationship, a delicate dynamic built upon mutual trust and respect. This relationship 

is decisive for eliciting patient histories, making accurate diagnoses, and implementing 

effective treatment strategies (112). In the midst of the rapid digitalization of healthcare, there 

is a risk of this relationship becoming more transactional and less personal. Therefore, the 

challenge lies in the strategic implementation of AI to supplement rather than supplant these 

human connections (113). 

The emergence of AI as a driving force in healthcare necessitates a conscientious appraisal of 

the roles that empathy, compassion, and the physician-patient relationship play in healthcare 

delivery. As we integrate AI into the healthcare scene, it should be regarded as a tool to 

enhance, not replace, the humanistic qualities that are central to the practice of medicine(114-

115). It is through this careful and mindful integration of AI that we can uphold the 

humanistic values that form the heart of healthcare, despite the changing landscape. 

Achieving broad-based consensus on the ethical use of AI in healthcare 

As artificial intelligence becomes an integral part of modern healthcare, it gives rise to ethical 

challenges related to data privacy, informed consent, accountability, and equitable access, 

necessitating broad-based consensus from all stakeholders (82). 

The integration of artificial intelligence in healthcare necessitates stringent measures to 

safeguard patient data privacy. It is essential to consider that the use of large data sets, a key 

element in training AI models, could potentially compromise patient anonymity if not 

appropriately de-identified and secured (34). Despite the existence of data protection 

regulations like the General Data Protection Regulation (GDPR) in the EU and the Health 

Insurance Portability and Accountability Act (HIPAA) in the US, the question persists as to 

whether these are adequate to address the unique privacy concerns posed by AI in healthcare 

(35). Therefore, strategies to ensure the ethical use of patient data should be developed, taking 

into account not only the de-identification and secure storage of data but also the ethical 

considerations surrounding its use. 

Concurrently, the matter of informed consent for AI-assisted care is matter of great 

importance. The integration of AI into healthcare necessitates a re-evaluation of the traditional 

model of informed consent. Ordinarily, informed consent involves explaining the risks and 

benefits of a proposed intervention to a patient, but AI's complexity and current inherent 

unpredictability could challenge this model (116). Given that AI algorithms often operate as 
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'black boxes' with decision-making processes that are opaque even to the developers, it can be 

challenging for patients to fully understand the risks and benefits of AI-assisted care (81). 

This issue underscores the necessity for redefining informed consent in the era of AI, ensuring 

it encompasses the unique challenges posed by these technologies. 

Further, accountability in the case of AI errors needs to be established. An error made by an 

AI system can lead to misdiagnosis or mistreatment, posing serious risks to patients. It can be 

challenging to determine responsibility in such cases, given that AI's decision-making process 

can be complex and opaque. Current malpractice laws and regulations may not be sufficient to 

address this new paradigm, and therefore novel legal frameworks are necessary to identify the 

responsible parties when AI causes harm (117). 

Lastly, the potential benefits of AI in healthcare should be equitably distributed. Access to AI 

technologies in healthcare is likely to be initially concentrated in affluent urban areas, 

possibly exacerbating existing health disparities (118). For instance, rural areas and low-

income regions, both within and between countries, may not have the same access to AI 

technologies, potentially leaving these populations at a disadvantage (119,120). Hence, it is 

critical to ensure that the benefits of AI in healthcare are widely available and that 

mechanisms are in place to avoid exacerbating health disparities. 

While AI presents numerous opportunities for advancing healthcare, it also raises significant 

ethical issues that need to be addressed. Broad-based consensus among all stakeholders is 

needed to ensure the ethical use of AI in healthcare, considering the unique challenges posed 

by data privacy, informed consent, accountability, and equitable access. 

Managing the potential workforce implications of AI 

Artificial Intelligence integration has raised concerns about potential workforce implications, 

necessitating a thorough understanding and careful management of these changes to uphold 

high-quality patient care. 

One of the primary aspects to consider is job displacement or redundancy due to AI. AI has 

been proclaimed for its ability to automate routine and tedious tasks, which in a healthcare 

setting range from administrative responsibilities to patient triage (68). This enhanced 

efficiency raises the question of whether some roles currently fulfilled by humans may 

become unnecessary. Previous studies have suggested that while AI has the potential to 

automate certain tasks, the scope for complete replacement of healthcare professionals 

remains limited (107). The integration of AI, therefore, does not equate to total job 

displacement but a reconfiguration of roles, necessitating a nuanced understanding of its 

implications. 

The advent of AI has generated a shift in the roles and responsibilities of healthcare 

professionals by making them more time-efficient. It is a shift towards tasks that necessitate 

human judgment, empathy, and complex decision-making, rather than tasks that are 

routinized or systematic in nature. The British Medical Journal's study on the integration of 

AI in healthcare (1) suggests that clinicians will increase their function as data interpreters, as 
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AI algorithms process and provide substantial medical data. This evolving role will require 

that healthcare professionals need to be competent in understanding, interpreting, and 

applying AI-generated data in their practice. 

In managing this transition, it will be necessary to offer training and support to the existing 

workforce. A study conducted by the National Academy of Medicine (121) suggested the 

need for ongoing education and training programs that enable healthcare professionals to 

understand the potential and limitations of AI and to efficiently apply it in clinical practice. 

There is also an emerging need for interdisciplinary collaboration, particularly with data 

scientists and technologists, to provide suitable support for AI in healthcare. 

Furthermore, AI's integration into healthcare prompts a reevaluation of ethical considerations, 

particularly regarding patient care and data privacy. An article published in the Lancet (82) 

proposes that healthcare institutions should uphold transparency in AI application, providing 

patients with a clear understanding of how their health data is utilized and the role of AI in 

their care. Ethical principles, such as autonomy, beneficence, and justice, must not be 

overshadowed by the technological advancement brought about by AI. 

The integration of AI into the healthcare workforce poses both opportunities and challenges. 

A careful approach is required to manage these workforce changes, emphasizing training, 

interdisciplinary collaboration, and ethical considerations (122). Doing so will ensure that 

while the healthcare sector leverages the benefits of AI, it maintains the central principle of 

patient care. 

Impact and long-term results assessment of AI medical applications 

As artificial intelligence-based solutions become established in the services of various 

medical specialties, and as solutions that interoperate with each other begin to emerge, the 

comprehensive care of the patient will be enhanced in the long term.  

Firstly, the introduction of AI into healthcare will led to an enhanced quality of care. Machine 

learning algorithms are being employed in disease diagnosis, where they process and analyze 

large volumes of data and identify patterns that might elude the human eye. For instance, an 

AI algorithm has been developed that can detect malignant melanomas with a precision equal 

to, if not surpassing, that of dermatologists (12). However, it is essential to consider the 

limitations and biases inherent in AI algorithms. The training data for these algorithms can 

often be skewed towards certain demographics, thereby affecting the generalizability of 

results (123). 

Further, the adoption of AI has the potential to influence patient outcomes positively. A 

salient example is one of the Google's DeepMind projects, which developed an AI system that 

can predict acute kidney injury up to 48 hours before it occurs, potentially giving doctors a 

significant lead time to intervene (124). However, this presupposes seamless integration with 

existing healthcare systems and workflows, which is often not the case (see sections 0 and 0).  

AI-driven systems, through machine learning algorithms and predictive analytics, offer 

potential to optimize inventory levels, reduce waste, and streamline procurement processes. A 



The 24 Big Challenges of Artificial Inteligence Adoption in Healthcare. Tenajas R, et al. 

actamedicaruha.com Page 457 

 

study by Rajkomar et al. highlighted the ability of deep learning algorithms to predict patient 

admissions, which can be extrapolated to foresee material and equipment usage patterns, thus 

aiding in more precise resource allocation (6). A study by Jha and Topol discussed how AI 

could automate routine tasks, thereby freeing up time for physicians to focus on complex 

tasks and direct patient care (125). Future artificial intelligence systems will have the 

capability to detect and alert users when instruments or other devices are not in optimal 

conditions for their use, thereby promoting proactive maintenance and extending their 

operational lifespan (126). Nonetheless, the risk of job displacement due to AI cannot be 

discounted and merits thorough evaluation. As the integration of AI into hospital resource 

management continues, stakeholders should critically assess the effectiveness and ethical 

considerations of such applications, ensuring that benefits do not compromise patient safety 

and care quality. 

Biases in AI algorithms, issues in AI implementation, and concerns about job displacement 

warrant rigorous and ongoing scrutiny. Hence, the integration of AI into healthcare requires a 

delicate balance, wherein the benefits are maximized, and the drawbacks are mitigated. 

Intellectual property and collaboration challenges in medical AI applications 

As AI becomes increasingly central to healthcare, the strategies and legal frameworks 

surrounding intellectual property (IP) rights are key to mediating successful collaboration in 

this area. 

One of the most universal issues regarding IP in medical AI applications pertains to the 

ownership of algorithms. AI models are generally built on vast datasets to predict health 

outcomes or suggest potential treatments, among other applications (7). In many cases, the 

development of these models is carried out by multiple stakeholders—ranging from academic 

institutions and hospitals to private corporations—which raises complex questions about the 

ownership of the final product (127). 

The complex nature of IP rights in this scenario often leads to protracted disputes over the 

ownership of algorithms, impeding the sharing of knowledge and slowing down the 

development of beneficial AI solutions. However, institutions that attempt to bypass these 

issues by keeping their algorithms entirely private(as industrial secret) face a different set of 

challenges. Concealing AI models can impede their full validation and hinder the broader 

scientific community from verifying their accuracy and safety (128). 

Data rights also play a significant role in the IP landscape. Many AI models require vast 

amounts of patient data, and while anonymized datasets can help protect patient privacy, they 

also introduce other complexities (129). For instance, there are ongoing debates about 

whether or not these anonymized datasets can be considered a form of IP. Additionally, the 

sensitive nature of this data necessitates stringent security measures and carefully negotiated 

data sharing agreements between institutions (130). 

While the landscape is fraught with challenges, several strategies have been proposed to help 

mediate these IP and collaboration hurdles. A potential solution is to establish a more 
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transparent and standardized framework for the ownership and sharing of AI models and 

datasets. This could involve measures such as mutually agreed contracts and licensing 

agreements that define clear parameters for ownership, access, and revenue sharing between 

collaborating institutions. This approach can help establish a more level playing field and 

encourage collaboration by reducing the risk of disputes. 

Despite these potential solutions, it is important to acknowledge that the landscape of IP and 

collaboration in medical AI applications is complex and constantly evolving. Therefore, there 

is an ongoing need for discussion and adaptation to address these challenges and ensure the 

continued growth and success of AI in medicine. 

Global applicability of AI 

The global applicability of AI models presents considerable challenges, primarily due to 

differences in demographics, disease patterns, healthcare practices, and data standards across 

various countries and healthcare systems. 

As indicated along the article, Deep Learning models, by their very nature, operate based on 

the premise of learning from large amounts of training data. These models make predictions 

or decisions based on patterns observed in the provided data sets. Consequently, if an AI 

model is trained on data from a particular demographic or healthcare system, its efficacy may 

diminish significantly when applied to a different demographic or healthcare system (77). 

This phenomenon has its roots in the inherent biases of the training data, which may not 

encompass the variability and diversity present in the global population (7). 

Data standards also play a substantial role in the global applicability of AI. Various healthcare 

systems have different standards and protocols for recording and managing healthcare data 

(see section 0). The disparities in these standards can lead to inconsistencies in the 

performance of AI models when applied to different healthcare systems. For instance, the 

usage of electronic health records (EHR) varies greatly worldwide, affecting the quality and 

compatibility of data used in AI model training (131). 

The challenge, therefore, lies in developing universally applicable AI models or in adapting 

existing models to different settings. However, achieving this goal is not a straightforward 

task. An attractive strategy to mitigate this problem is the use of federated learning 

techniques, where AI models are trained across multiple decentralized devices or servers 

holding local data samples. This allows the AI model to learn from a diverse array of data 

sources while addressing privacy concerns associated with data centralization (132,133). 

Additionally, it is important to ensure that the data used for model training represent a wide 

demographic range and disease patterns. The inclusion of diverse and representative data aids 

in overcoming biases and improves the robustness of the models. 

However, even as we strive for universality, it must be recognized that adaptations are 

sometimes necessary, and one-size-fits-all solutions may not be applicable in all contexts. In 

these instances, transfer learning can be applied, a machine learning method that leverages the 

knowledge gained from one problem to solve a different, yet related, problem (134). It allows 
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an AI model trained on a specific setting to be fine-tuned for a different population target, 

thereby ensuring the wider applicability of AI in global healthcare. 

The governmental agencies of each region are making a special effort to ensure that AI-based 

medical products yield favourable outcomes across the population cohorts of their respective 

countries. Thus, this challenge is closely intertwined with many of the previously outlined 

challenges, as model explainability, data quality and traceability, and secure integration into 

hospital systems' infrastructure are essential in attaining this objective. 

CONCLUSIONS 

Throughout this extensive review article, we have examined the 24 primary challenges 

confronting the actual deployment of AI-based healthcare applications. We have strived to 

provide a rigorous perspective, accompanied by examples of published cases to illustrate each 

of these challenges. 

None of the challenges holds greater importance than the others. In fact, all of them are 

intricately interconnected (which is why the descriptions of some allude to the others). Thus, a 

comprehensive approach is imperative for the future adoption of such technology in a domain 

as sensitive as healthcare. 

There is no doubt that we are fortunate to live at the dawn of a bright future, and such 

applications will enhance physicians' capabilities to be more effective in many ways. The 

impending revolution will confront each of the current challenges and gradually overcome 

them. AI-based solutions in the field of medicine will not replace doctors; rather, it will be the 

physicians who adopt these advancements and tools that will replace those who do not exploit 

them. 
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